
reward prediction error
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The OFC and NA connection:

OFC: Orbital frontal cortex   NA: Nucleus Accumbens PUT:  Putamen   CAU: Caudate



Salgado and Kaplitt (2015) Stereotact Funct Neurosurg 93:75-93



Salgado and Kaplitt (2015) Stereotact Funct Neurosurg 93:75-93

Afferent and efferent connections to NAc.
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Schultz, W. (2000) NATURE REVIEWS | NEUROSCIENCE VOLUME 1
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“The food is invisible to the monkey but 
the monkey can touch the food by 
placing its hand underneath the 
protective cover. The peri-event time 
histogram of the neuronal impulses is 
shown above the raster display, in which 
each dot denotes the time of a neuronal 
impulse in reference to movement onset 
(release of resting key). Each horizontal 
line represents the activity of the same 
neuron on successive trials, with the first 
trials presented at the top and the last 
trials at the bottom of the raster 
display. a | Touching food reward in the 
absence of stimuli that predict reward 
produces a brief increase in firing rate 
within 0.5 s of movement initiation.”

Schultz, W. (2000) NATURE REVIEWS | NEUROSCIENCE VOLUME 1
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Schultz, W. (2000) NATURE REVIEWS | NEUROSCIENCE VOLUME 1

“Touching a piece of apple 
(top) enhances the firing rate 
but touching the bare wire or 
an inedible object that the 
monkey had previously 
encountered does not. The 
traces are aligned to a temporal 
reference point provided by 
touching the hidden object 
(vertical line).”
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Schultz, W. (2000) NATURE REVIEWS | NEUROSCIENCE VOLUME 1

Dopamine neurons encode an error 
in the temporal prediction of 
reward. 
The firing rate is depressed when 
the reward is delayed beyond the 
expected time-point (1 s after lever 
touch). The firing rate is enhanced 
at the new time of reward delivery 
whether it is delayed (1.5 s) or 
precocious (0.5 s). The three arrows 
indicate, from left to right, the time 
of precocious, habitual and delayed 
reward delivery. The original trial 
sequence is from top to bottom. 
Data are from a two-picture 
discrimination task.



Schultz, W. (2006) Annu. Rev. Psychol. 57:87–115
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Learning 
occurs …

… as the previously neutral 
stimulus obtains predictive value 
for the coming reward…

Day, J. J. and Carelli, R. M. (2007) The Neuroscientist, Volume 13, Number 2

…Eventually, this novel cue is able to evoke a 
response that is often topographically similar to 
that produced by the unconditioned stimulus itself. 



Environmental 
cues 
update 
expectancies
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Basic 
assumptions 
of animal 
learning 
theory 
defining the 
behavioral 
functions of 
rewards. 

Schultz, W. (2006) Annu. Rev. Psychol. 57:87–115

Contiguity refers to the temporal proximity of a conditioned 
stimulus (CS), or action, and the reward.

Specifically, a reward needs to follow a CS or response by an 
optimal interval of a few seconds, whereas rewards occurring 
before a stimulus or response do not contribute to learning 
(backward conditioning). 



Conditioned 
Stimulus

Reward

Reward and 
prediction 
of 
reward 
in 
N. Accumbens

Schultz, W. (2006) Annu. Rev. Psychol. 57:87–115



Schultz, W. (2006) Annu. Rev. Psychol. 57:87–115

Contingency refers to the conditional probability of 
reward occurring in the presence of a conditioned 
stimulus as opposed to its absence. 

This means, that a reward needs to occur more 
frequently in the presence of a stimulus as 
compared with its absence in order to induce 
“excitatory” conditioning of the stimulus.

Prediction error denotes the discrepancy between 
‘an actually received reward’ and its prediction. 
Learning (∆V, associative strength) is proportional to 
the prediction error (λ–V) and reaches its asymptote 
when the prediction error approaches zero after 
several learning trials.



Day, J. J. and Carelli, R. M. (2007) The Neuroscientist, Volume 13, Number 2



Clark and Phillips (unpublished data)



DA neurons 
within the 
N. Accumbens
code 
for 
expected 
rewards



219

Re ward  p re d ic tion e rrors  cons is t  

of the  d iffe re nce s  b e twe e n 

re ce ive d  and  p re d ic te d  re ward s .

... dopamine ... signal(s) a reward prediction 

error; they are activated by more reward than 

predicted (positive prediction error), remain at 

baseline activity for fully predicted rewards, 

and show depressed activity with less reward 

than predicted (negative prediction error). 

Schultz, W. (2016) Dialogues Clin Neurosci.;18:23-32.





reward and punish(ment)
221

re ward p unish

TERMS:
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prediction error

p re d ic tion e rror

BUT: involve s  inform a tion ab out the  fu ture .

d iffe re nt than wha t was  p re d ic te d
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Error =
what is 

currently 
happening

what was 
predicted

HOW IS THE ERROR CALCULATED?
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Reward
Prediction

Error

current 
reward

predicted 
reward

THE REWARD PREDICTION ERROR IS THEREFORE: 

=

Reward prediction error is the difference between a reward that is 
being received and the reward that is predicted to be received. 
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Learning updates the 
representation, the 

valuation and the action-
selection processes.



Dopaminergic Pathways image: wikipedia.org

VTA: Ventral Tegmental Area

motor 
related 

functions

reward 
related 

functions



Dopamine Neurons respond by 
changing their firing rate.

o Decrease rate when 
rewards are worse 
than expected

o If reward is as 
expected: no 
change in firing rate.

o Increase rate with 
better than 
expected rewards



Reward Prediction Error
o Brain creates an expectation 

reference point about the 
reward received.



Note: DA neurons do no respond to the rewards themselves; they respond to whether a 
reward was better or worse than the current reference point – the reward prediction error.

If rewards are worse 
than expected, then 
dopamine neurons 

decrease their firing rate.

When rewards are better 
than expected, then 
dopamine neurons 

increase their firing rate.

No change in firing 
rate when reward is 
exactly as expected



Walking  a long  and  find  
a  Scra tch & Win ticke t.

Your DA neurons 
would be firing 

because you found the 
ticket – unexpected 

reward.

👍👍



The  e xp e c te d  va lue  of 
the  t icke t is  $ 2.00  .

Face 
value of 

ticket





👍👍
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I won m one y. 
Tha t should  b e  a  ‘re ward ’.

My d op am ine  ne urons  a re  not 
firing .... b e cause  

$ 1 is  le ss than the  e xp e c te d  
am ount.



235

I won m one y. 
My d op am ine  ne urons  a re   

firing !!! 

$ 10  is  m ore than the  
e xp e c te d  am ount.
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Animal is expecting to get cocaine because of 
the pairing associated with cocaine.   There is a 

strong DA response in the N. Accumbens.

If the stimulus is not 
associated with 

cocaine, dopamine 
is not released.

Expectation of reward: 
N. Accumbens & Dopamine

Day, J. J. and Carelli, R. M. (2007) The Neuroscientist, Volume 13, Number 2





238https://gadgtecs.com/2018/04/03/researchers-can-now-mind-control-mice-using-optogenetics/

Optogenetics:





How is it that the poker 
players who won most
often were also the ones who 
lost the most money? 



reference dependence, poker & dopamine 

Dop am ine  ca re s  ab out wins  and  
losse s  – not ab out the  am ount!

w in 
$ 10

staying motivated



losing a large 
amount of 

money
for example: 
$1,000 loss

brain codes 
event as bad

but it does not appear to be 
100x worse 

than the good events.
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Dop am ine  ne urons  a re  
se ns it ive  to  whe the r you 

win or lose  – b ut le ss  
se ns it ive  to  the  am ount!
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